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Abstract—The threat posed by wildfires or bushfires has be-
come a severe global issue due to the increase in human activities
in forested areas and the impact of climate change. Consequently,
there is a surge in the development of automatic wildfire detec-
tion methods. Approaches based on long-distance imagery from
satellites or watchtowers encounter limitations, such as restricted
visibility, which results in delayed response times. To address
and overcome these challenges, research interest has grown in
the implementation of ground-based Internet of Things (IoT)
sensing systems for early wildfire detection. However, research
on energy consumption, detection latency, and detection accuracy
of IoT sensing systems, as well as the performance of various
anomaly detection algorithms when evaluated using these metrics,
is lacking. Therefore, in this article, we present an overview of
current IoT ground sensing systems for early wildfire detection.
Camera and environmental sensing technologies suitable for early
wildfire detection are discussed, as well as vision-based detection
algorithms and detection algorithms for environmental sensing.
Challenges related to the development and implementation of IoT
ground sensing systems for early wildfire detection and the future
research directions important for creating a robust detection
system to combat the growing threat of wildfires worldwide are
discussed.

Index Terms—IoT, sensing, wildfire, bushfire, forest fire, early
fire detection.

I. INTRODUCTION

W ILDFIRE, also widely known as bushfire in Australia
and forest fire in Europe, present a significant risk to

people, the environment and assets. In recent decades, the
surface air temperature in Australia has risen by 2◦C due to
climate change, leading to more days with high fire risk [1].
As fire weather worsens, fire occurrence increases [2], [3] and
the window of opportunity for successful containment and sup-
pression after ignition narrows [4], [5]. Hence, rapid detection
of new ignition will become an increasingly important strategy
for fire managers as the climate warms.
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A. Impact of Wildfire Across the Globe

In Australia, this recently reached a catastrophic climax in
the 2019-2020 “Black Summer” fires across multiple states
where 24 million hectares of land were burnt, causing 33
deaths and approximately 450 more injured by smoke inhala-
tion [6]. The 2019-2020 fires burnt an unprecedented area
of land [7] and were likely worsened by climate change [8].
The toll on wildlife was immense. The World Wide Fund for
Nature records “143 million mammals, 2.46 billion reptiles,
180 million birds and 51 million frogs” had been harmed,
killed, or displaced [9] as a result of the Black Summer. For
the already fragile ecosystem of animals in Australia, this is
a major hit, as many animals, including koalas, wombats and
wallabies, are listed as endangered or vulnerable [10].

Worldwide, wildfires are getting worse, with the Euro-
pean Forest Fire Information System estimating that 837,000
hectares of land have been burnt in countries of the European
Union alone in 2022, which is the second worst year for
wildfires in its history [11]. The United States also experienced
record-setting fires in 2020, with more than 50,000 fires
burning nearly 3.64 million hectares of land [12]. Although
the number of reported wildfires remains stable in the last
30 years, the area burnt in a year caused by wildfires has
increased by 1.62 million hectares compared to the area burnt
in the 1990s in the United States [13]. The Brazilian National
Institute of Space Research has revealed 3.36 million hectares
of land burnt in Brazil annually since 2003 [14]. Notably, in
January 2017, the Mediterranean region of Chile experienced
hundreds of fires burning more than 500,000 hectares, approx-
imately 14 times the average annual area burnt in the region in
the last 40 years [15]. In addition to these observed increases
in fire activity, predicted warming and drying of the climate
across much of the world are likely to increase fire activity
and result in long term declines in forest carbon storage,
further warming the climate [16]. In light of the increasing
threat posed by wildfires, the imperative to develop precise
and reliable detection technologies has taken precedence.

B. Technologies for Early Wildfire Detection

The ability to detect wildfires in their early stages allows
effective and efficient fire suppression [17]. Specifically, early
detection of initial fire stages, such as smouldering and ground
fire, enables the timely deployment of fire suppression tactics
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to increase the probability of initial attack success [5]. There-
fore, it is vital to develop early wildfire detection methods
and technologies. Here, we present a set of requirements to
gauge the capability of existing technologies for early wildfire
detection. The algorithm should be able to identify fires while
they are still small enough to be successfully put out. As
the fire grows larger, it becomes eventually too difficult to
extinguish [5]. Therefore, early detection that can reduce the
time it takes to detect or spot small fires is hugely beneficial.
Moreover, a wildfire detection system based on environmental
monitoring is highly desirable due to its connection to fire
hazards. Finally, the scalability of the wildfire detection system
is beneficial so that the system can not only be deployed on
a large scale but also be deployed in different terrains.

We hereby briefly introduce the existing technologies for
wildfire detection and analyse their suitability for early wild-
fire detection. For nearly a century, watchtowers and public
reporting have been used to detect wildfires. Unfortunately, it
requires observers to remain on top of the tower during certain
hours of the day and specific periods of the year, constantly
looking for smoke that implies fire or the effectiveness of pub-
lic reporting is significantly influenced by the population den-
sity of the region. With the advancement of computer vision
technologies [18]–[20], this task can now be accomplished day
and night with the help of arrays of high-resolution vision /
thermal cameras that record visual information, which is then
processed using different detection algorithms to recognise
smoke, flame, or heat from fire. However, there are some
challenges associated with this technology for early wildfire
detection. Firstly, fires can smoulder before reaching a size that
is detectable from a distance, which can prolong their detection
time. Secondly, monitoring hilly terrain becomes difficult due
to line-of-sight blockage. Consequently, it may be difficult to
detect small fires in these areas. Thirdly, this technology lacks
the ability to convey environmental changes, such as changes
in relative humidity and air pressure, which cause diurnal
changes in fuel moisture and associated fire activity [21].

As another detection technology, the deployment of crewed
fire-spotting aircraft over lightning strike areas or areas of high
fire risk is also used, but is often delayed due to resourcing
issues or restrictions on night-flying operations. The use of
long-endurance drones is on the rise, primarily due to their
availability to operate in rough weather conditions, day and
night, helping to overcome some of the limitations associated
with traditional fire-spotting aircraft [22]–[24]. Unmanned
aerial vehicles (UAVs) offer the potential to rapidly confirm
suspected ignitions and provide information on the size and
behaviour of fires, particularly fires in remote locations. How-
ever, this system requires other monitoring technologies to
identify suspected ignitions.

For many years, satellite imagery has been a valuable tool
for detecting large-scale wildfires [25]. But it also comes with
limitations, particularly in terms of temporal or spatial resolu-
tions, making it challenging to detect fires when they are still
small. The emerging Low Earth Orbit satellite constellation
network offers relatively high spatial resolution capable of
detecting small fires [26], however, the temporal frequency
(several hours to days) prevents reliable fire detection [27].

Novel algorithms developed specifically for early fire detection
using geostationary satellites may offer advances, but have not
yet been thoroughly tested [28].

In addition to the technologies mentioned above, a promis-
ing complementary approach to detect early wildfires is to
use a ground sensing system based on the Internet of Things
(IoT). This system provides real-time data from a variety of
ground sensors at desired densities for timely and accurate
fire detection, due to the proximity of the ground sensors
to the fire ignition locations. This IoT-based system can
autonomously raise early alarms for wildfire detection, identify
its location, and provide situational awareness by reporting the
fire movement. The communication delay from data generation
at the ground sensors to reception at the central node can
be within a few minutes. Moreover, this kind of system can
complement other fire detection and extinguishing systems by
identifying the area of interest, which then can be investigated
for further details and validation of ignitions as well as to
initialise responses. The benefits of a ground sensing system
would also go beyond wildfire detection and suppression, as
they can also be used for environmental monitoring purposes.

Due to its unique benefits, many IoT companies have
integrated IoT-based wildfire detection systems into their of-
ferings [29]–[31]. However, it is essential not to rely solely
on one detection system for early fire detection, but to recog-
nise the benefits of combining different wildfire detection
approaches and take a more comprehensive approach. This
requires long-term research and development efforts across
academia and industry on a large scale. In Australia, a leading
effort on this front is the recent establishment of the Bushfire
Research Centre of Excellence at the Australian National
University (ANU). The Centre aims to develop an integrated
and layered solution to detect and extinguish small fires using
multiple technologies, some mentioned above [17], [24].

C. Paper Contributions

There are only a handful of survey papers on this research
topic. In [32], [33], the authors provided a summary of recent
early fire detection and prevention technologies, while IoT is
only a small part of the survey. In [34]–[36], comprehensive
studies are presented on IoT-based wildfire detection using
Machine Learning (ML) and Deep Learning (DL) approaches.
However, the challenges faced in the deployment of IoT
sensing systems are only briefly mentioned. Therefore, our
objective is to explore the potential benefits of modern sensing
technologies and their compatibility with IoT sensing systems
to detect early-stage wildfires. Specifically, we investigate the
use of vision-based and environmental monitoring technolo-
gies, combined with anomaly detection algorithms, to detect
wildfires in their early stages. Furthermore, the study high-
lights critical factors to consider when implementing an IoT-
based sensing system for reliable and efficient early wildfire
detection, such as sensor placement and network connectivity.
The objective of this article is to provide a comprehensive
understanding and guidance for the implementation of an IoT
ground sensing system for early wildfire detection, together
with its challenges and possible research extensions. The
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Fig. 1. Overview of this article on IoT ground sensing systems for early wildfire detection.

contributions of this work are summarised as follows:
• In-depth technical overview and performance analysis of

existing vision-based and environmental sensing tech-
nologies using experimental studies and summarising
from the literature.

• Identification of appropriate sensors for early wildfire
detection under a resource-constrained requirement in
terms of detection time, energy consumption, and cost.

• An overview of existing detection techniques for vision
and environmental sensing data. This article aids in data
analytics-based algorithm development.

• Identification of operational challenges associated with
the deployment of an IoT system in remote areas.

• Presenting a framework for developing an IoT ground
sensing system for early wildfire detection. This frame-
work is designed to help decision makers determine the
best deployment strategies based on the performance
metrics given.

D. Paper Organisation

The structure of this article is outlined in Figure 1. Section II
discusses the architecture of IoT systems and IoT camera
modules and environmental monitoring sensors that can be
used for such an application. It also provides a brief overview
of the operating principles of different types of sensors, their
characteristics and use case examples. Finally, the performance
of the sensors is compared in multiple aspects. In Section III,
we provide an overview of the wildfire detection algorithms
commonly used in IoT systems. These algorithms can be di-
vided into two categories: vision-based detection and anomaly
detection based on environmental sensing data. We further
classify these detection methods based on their complexity,
such as feature detection, time series pattern detection and ML
& DL detection in vision-based and threshold detection, time
series detection, ML & DL detection in environmental sensing.
Additionally, we discuss energy consumption, detection delay,
requirements for deploying detection algorithms and the pop-
ularity of different detection algorithms is also provided at
the end of the section. Section IV explains the operational
challenges associated with the deployment of IoT applications
for wildfire detection, including sensor limitations, energy
efficiency considerations, network coverage constraints, the

accuracy of detection algorithms and the challenges related to
the system deployment. Finally, Section V proposes a frame-
work for the deployment of IoT ground sensing systems in the
context of early wildfire detection, offering solutions to most
of the challenges identified in Section IV. Recognising the
inherent trade-offs among some of these challenges, this sec-
tion also introduces a performance metric that can guide IoT
designers in their decision-making processes. Furthermore, it
explores potential extensions for future research within this
domain. A list of common acronyms used in this article is
presented in Table I.

II. IOT TECHNOLOGIES FOR WILDFIRE SENSING

IoT systems are typically composed of three core elements:
(i) end nodes (EDs), (ii) gateways (also referred to as ag-
gregators) and (iii) the central node (also referred to as cloud
server). The EDs consist of ground sensors, including low-cost
camera modules and / or environmental monitoring sensors,
interconnected with microcontrollers (MCUs). These MCUs
typically perform data pre-processing tasks using simple al-
gorithms such as moving averages, threshold detection, linear
regression, or ML classification. The primary purpose of data
pre-processing is to improve data quality, consistency and
analysis readiness before sending it to the gateway. After com-
pletion of the data processing phase, the data are transmitted to
the gateway through suitable Low Power Wide Area Network
(LPWAN) communication technologies customised to specific
user requirements. This transmission can be optimised based
on factors such as data rates, extended ranges, or energy
efficiency. An example of a hardware prototype of the IoT
ED for early wildfire detection is illustrated in Fig. 2.

The gateway then forwards the vital data received to the
central node for post-processing. During the post-processing
stage, advanced technologies with high computing capabilities,
such as DL algorithms, can be employed at the central node.
Unlike EDs, the central node is not constrained by energy
consumption or computational capacity. These advanced tech-
nologies enable a comprehensive analysis of sensor data,
facilitating decision-making processes, such as the detection
of fire alarms in a specific scenario [37]. However, the level
of accuracy and energy efficiency required for such a wildfire
detection system remains largely an open and active research
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TABLE I
TABLE OF ACRONYM

Artificial Neural Network ANN
The Australian National University ANU
Autoregressive Integrated Moving Average ARIMA
Backpropagation BP
Convolution Neural Network CNN
Carrier-Sense Multiple Access with Collision Avoidance CSMA/CA
Cumulative Sum Control Chart CUSUM
Deep Learning DL
Decision Tree DT
Discrete Wavelet Transform DWT
End Node ED
Gas-Sensitive Fleid Effect Transistor GasFET
Gaussian Mixture Model GMM
Histogram of Optical Flow HOF
Histogram of Orientated Gradient HOG
Internet of Thing IoT
Infrared IR
K-Nearest Neighbours KNN
Local Outlier Factor LOF
Line-of-Sight LoS
Low Power Wide Area Network LPWAN
Long-Short-Term Memory Network LSTM
Medium Access Control MAC
Multi-Criteria Decision Analysis MCDA
Microcontroller MCU
Machine Learning ML
Metal Oxide Semiconductor MoS
Non-Dispersive Infrared NDIR
Passive Infrared PIR
Particulate Matter PM
Radial Basis Function RBF
Random Forest RF
Recurrent Neural Network RNN
Resistive Temperature Detector RTD
Seasonal Autoregressive Integrated Moving Average SARIMA
Scale-Invariant Feature Transform SIFT
Support Vector Machine SVM
Total Volatile Organic Compounds TVOC
Unmanned Aerial Vehicles UAV
Ultraviolet UV

Fig. 2. A hardware prototype of an IoT end device develpoed by the Bushfire
Research Centre of Excellence, which includes a MCU, an memory card
reader, a gas sensor, a weather monitoring sensor and a LoRaWAN transceiver.

issue. Developing a robust IoT sensing system for early fire
detection requires careful consideration of these performance
characteristics and metrics such as overall energy consump-
tion, response time and accuracy detection can be used to
evaluate its efficiency.

In this section, we provide a detailed discussion of sensor

technologies crucial for early wildfire detection, focusing
on the principles, features and applications of different IoT
sensors. The comparison of commercially available sensor
modules are provided, highlighting their use in prior wildfire
detection projects. We categorise ground sensors used in
wildfire detection into two main categories: vision sensors
and environmental monitoring sensors. These sensors collect
a variety of data types, including visual recordings and mete-
orological information of forested areas, for local analysis on
EDs or for centralised processing. This section also reviews
studies on the integration of these sensors with IoT systems,
evaluating their effectiveness and practicality for early wildfire
detection.

A. Vision-Based Ground Sensing Technologies
Vision-based fire detection has been a longstanding solution

in IoT application, employed across both indoor and outdoor
settings. Its interpretability by both humans and machines
has solidified its status as a reliable detection method. We
categorise the vision-based sensors for wildfire detection into
three categories spaced across the electromagnetic spectrum.

1) Visible Light Range Cameras: Numerous research stud-
ies have integrated visible range (RGB) camera systems into
ground IoT sensing systems to enable fast and robust wildfire
detection. Unlike long-range and high-resolution cameras used
on watchtowers or satellites, IoT ground sensing systems
require small, cost-effective and energy-efficient cameras for
scalable deployment. Recent advances in semiconductor tech-
nologies and compact lens systems have made it feasible to
miniaturise camera modules. To make it more feasible for IoT
applications, these low-performance camera modules have also
been modified to operate at smaller viewing angles, lower
resolutions and frame rates, to reduce energy consumption
and the need for large lens systems. For example, these
camera modules only provide video quality at a maximum
of 1080p30fps with 102◦ viewing angle. Such camera mod-
ules have been used in various IoT projects, including those
involving wildfire detection [38]–[44]. Notable examples of
IoT cameras include IMX219 [45] and OV7670 [46]. Using
these IoT cameras, microcontrollers can capture 2D video
streams or images in pixel-matrix format, enabling vision-
based fire detection. However, it is important to recognise
that camera images are sensitive to adverse weather conditions
and obstructions and are less reliable in dim conditions,
particularly for early fire detection. Additionally, the limited
viewing angle resulting from camera miniaturisation requires
the use of a rotating platform or multiple cameras to achieve a
360◦ view if the detection system is based solely on cameras.

2) Infrared Range Cameras: To improve the night vis-
ibility of these ground-sensing devices, the implementation
of infrared (IR) cameras has been explored as an alternative
solution. This approach of paralleling the utilisation of IR
technology with visible light cameras has shown a significant
improvement in night visibility in watchtowers and has been
adopted by many commercial products in fire detection [31],
[47]. IR cameras capture thermal images, where each pixel
directly represents the temperature or heat intensity of the cor-
responding area. This characteristic simplifies the fire detection
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process, providing an intuitive indication of the presence of a
fire. In an extremely simplified scenario, fire detection can be
achieved by analysing the histogram or sum of the pixel inten-
sities. However, the adoption of IR cameras also comes with
a drawback, as they tend to be more expensive compared to
regular cameras due to their limited market demand. Although
IR cameras facilitate fire detection at night, their reliability
can be compromised if the detection distance and temperature
range of IR sensors are insufficient. For example, certain IoT
compatible IR cameras may only detect temperature ranges
from 0-80 ◦C, while forest soil can reach 70 ◦C during high-
hazard weather conditions. Therefore, relying solely on IR
cameras in an IoT system may not be the optimal choice.
In [48], authors proposed a fire detection system that can be
applied to IoT or UAVs, and the experimental results show its
feasibility by combining the IR camera and the DL detection
algorithm.

3) Ultraviolet Range Cameras: In addition to visible-
light and IR cameras, ultraviolet (UV) cameras have also
shown fire-detecting capability in situations where smoke or
other factors may obscure the visible flames. In [49], [50],
similar indoor firefighting robot designs have been explored,
using low-cost MCUs and multispectral detection methods,
including UV, IR and visible light. However, it is important
to note that UV cameras are not the primary method of fire
detection used in most fire safety systems. They are generally
used together with other detection methods because the UV
detection range and accuracy are lower due to the high UV
absorption by particles and false positive detection caused
by other UV-emitting or UV-reflective sources. Furthermore,
the requirement for high-quality components, such as lenses,
filters and photo sensors, in the construction of UV cameras
makes them significantly more expensive than other types of
cameras. To address this issue, some researchers have tried to
reduce the cost of UV cameras by eliminating colour filters
from IoT cameras to allow their UV capture features, and these
cost-effective UV cameras have demonstrated their potential
in chimney smoke detection [51].

B. Environmental Monitoring Technologies

As mentioned in the previous subsection, vision-based ap-
proaches based on visibility from the monitoring location may
face potential detection delays. To address this, environmental
monitoring sensors offer an alternative by providing informa-
tion from different perspectives on fire hazards and incidents.
These sensors offer advantages such as smaller size, lower
cost, reduced energy consumption and increased autonomy
compared to the vision-based technology. In addition, they
do not require a direct line-of-sight (LoS) between EDs and
the monitoring location, enabling faster detection based on
changes in the environment. Therefore, environmental moni-
toring sensing technologies have gained prominence in wildfire
detection projects. These projects commonly employ front-line
sensors, including thermal, humidity, pressure, gas and smoke
sensors.

1) Weather Monitoring Sensor: The utilisation of tem-
perature, humidity and air pressure detection technologies

is prevalent in IoT projects, with thermistors and resistive
temperature detectors (RTDs) commonly used for temperature
sensing [52], [53]. Similarly, humidity and air pressure sensing
are employed for resistive humidity sensing, thermal conduc-
tivity humidity sensing and piezoresistive pressure sensing,
respectively, considering factors such as size and cost in mass
production. Weather sensors have the potential to be an impor-
tant asset in monitoring fire risk, as temperature and relative
humidity can be used to calculate the moisture content of fire
fuels, which is a major factor in controlling fire activity [54],
including ignition probability [55]. Furthermore, it allows
the detection of indicators such as increased temperature,
humidity reduction and air pressure changes resulting from
fire heat, which can be observed by EDs. These indicators are
commonly used to determine the spread of wildfires, as well as
are widely used in various indoor fire detection schemes [56]–
[58].

Thermistors exhibit high sensitivity to temperature changes
as a result of the heat conductivity of their sensing mate-
rials, resulting in a lower negative temperature coefficient
and a nonlinear response. However, thermistors have limited
operating temperature ranges and may not be optimal as
standalone temperature sensors for IoT fire detection. On the
other hand, RTDs offer wider temperature operating ranges
but have lower sensitivity compared to thermistors. In humid-
ity detection, both capacitive and resistive humidity sensors
are cost-effective. However, capacitive humidity sensors are
sensitive to contaminants and temperature variations, while
resistive humidity sensors are generally larger in size, which
can impact the design considerations of IoT projects. [59], [60]
have demonstrated the potential application of these sensing
technologies to detect fire hazards in forested areas. A recent
study [61] comprehensively analysed the accuracy of several
available temperature and humidity sensors on the market. The
findings revealed that BME280 exhibited the highest precision,
even under extreme weather conditions. However, AM2302E
showed higher errors at low temperatures, while AM2302F
and SHT71 had a higher error rate within the 30-60% humidity
range. Although its successor, AM2321, demonstrated a slight
improvement, it remains sensitive to temperature changes.
BME280 was considered the most accurate. However, relying
solely on weather sensors may prove insufficient for timely
wildfire detection due to their slow rate of change.

To assess the responsiveness and effectiveness of weather
sensors in detecting fire incidents, our team carried out an
experimental burn in a national park. In this experiment, we
placed multiple BME280 sensors 10 metres from the source of
the fire, evenly spaced in a circle. Fig. 3 presents the average
temperature and relative humidity data obtained from the
sensors at each time. We ignited two fires using approximately
1.6 kg of Eucalyptus leaves (equivalent to 22.535 tonnes per
hectare) in a 0.7 square metered fire pit. The fires were lit
around 11:00 and 12:00, each lasting ten minutes with an
additional five minutes of smouldering, but we can see from
Fig. 3 that the weather sensors did not identify any notable
irregularities. It suggests that depending only on weather
sensors may not be sufficient to identify fires in their initial
stages, particularly when the same experiment configuration is
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Fig. 3. Average temperature and relative humidity obtained from eight sensors
in an outdoor experimental burn. The result show that environmental factors
have a substantial influence on temperature and weather data recorded by the
sensors, overshadowing the impact of proximity to the fire.

tested for gas sensors at a distance of 30 metres from the fire
sources, as demonstrated in Fig. 4. However, the fires used
in the example represent the lowest limit of detectable fire
size. Fires up to 5 hectares can still be suppressed under mild
weather conditions [5], and may alter the local temperature
and humidity more than the fire in this example. Besides, as
mentioned above in this subsection, fuel moisture, which is
important for ignition success, can still be calculated from
temperature, relative humidity and air pressure [54], [55].
Therefore, the moisture content of the vegetation can serve
as the wildfire risk indicator and provide valuable guidance
on the frequency of sensor readings required for early wildfire
detection.

2) Gas / Smoke Sensors: During the early stages of a
wildfire, the smouldering process can result in the release
of a significant amount of greenhouse gases and heat. The
gases emitted by a small fire may disperse before forming
a visible plume [62]. Although heat can be detected by
humidity, thermal and pressure sensors, a large amount of
gases, such as carbon dioxide (CO2), methane (CH4) and
nitrous oxide (N2O) [63], together with particulate matter
(PM), are also released from wildfires and can be measured
using gas/smoke sensors. Previous research has shown that
most of the carbon emitted during wildfires is in the form
of CO2 (88%), with smaller amounts of carbon monoxide
(6%) and organic compounds without CH4 (3.8%) [64]. As a
result, gas/smoke sensors capable of detecting concentrations
of these gases or smoke particles are often used in wildfire
detection systems. Various types of sensors, including metal
oxide semiconductors, chemical field-effect transistors and
electrochemical sensors, are currently used to measure the
concentrations of total volatile organic compounds (TVOC)
and CO2 in the atmosphere, while optical or laser scattering
sensors are commonly used to detect PM particles. These
sensors provide gas concentration readings at a high sampling
rate to MCUs or to the cloud server, which can facilitate
early fire detection. In particular, sudden changes in gas
concentrations are often more detectable than gradual changes
in environmental factors such as temperature and humidity,
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Fig. 4. Measurement of the concentration of CO2 and TVOC over a period
of two hours, with the dash lines indicating the time of ignition. The findings
show that both concentration levels are more responsive to wildfires than to
other meteorological measurements such as temperature and humidity.

making wildfire detection easier using such gas/smoke con-
centration data. We conducted another experiment with the
same parameters as the one shown in Fig. 3, with sensors
placed 30 metres from the fire and with multiple ignitions.
Fig. 4 illustrates a strong connection between fires, CO2 and
TVOC levels, while PM concentration is strongly associated
with wildfires, as demonstrated in [65].

Despite the availability of these sensors on the market, it
is still necessary to compare their characteristics and per-
formance. Therefore, further research efforts are necessary
to determine the most suitable sensor type for an IoT-based
wildfire detection project. In the following sections, we present
a review of various sensor types that exhibit the potential to
detect smoke PM, CO2 and TVOC gases.

(i) Resistive Metal Oxide Semiconductor Sensor (MoS):
MoS sensors have gained widespread usage in a variety
of IoT projects because of their cost-effectiveness and
popularity in IoT development. The operational principle
of MoS sensors involves the controlled heating of a
metal oxide plate to a specific temperature, typically
within the range of 300-400◦C. This temperature enables
the metal oxide to react with the target gas, leading to a
chemical reaction that reduces the electrical resistance of
the semiconductor. Therefore, changes in the resistance
of the MoS sensor can be used to determine the
concentration of the target gas. These sensors are
particularly well suited for early stage wildfire detection
systems in outdoor environments, because of their
affordability and ability to be deployed on a large
scale. Metal oxide gas sensors exhibit robustness and
stability in outdoor settings, allowing them to withstand
various weather conditions, temperature fluctuations and
humidity levels. As a result, they offer reliable operation
for extended periods in forested areas [66].
Despite the advantages of MoS sensors, they are known
for their relatively high energy consumption, as they re-
quire energy to heat the metal oxide plates. Additionally,
extreme weather conditions, such as high humidity, can
adversely affect their performance. Therefore, protective
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Fig. 5. Measurement of a MoS sensor (MQ2) resistance in a controlled
environment over 20 minutes, showing that the sensor reading baseline is
drifting over time.

measures, such as placing sensors in weatherproof en-
closures, are necessary in such conditions. MoS sensors
have a high sensitivity to a wide range of gases, allowing
for a quick response to the target gas, but this heightened
sensitivity also introduces a high cross-sensitivity to
other gases, leading to inaccurate readings, particularly in
the presence of smoke. Furthermore, MoS sensors need
a period of time to reach the temperature needed for
precise measurements. As a result, the baseline reading
of the MoS sensors can change over time due to varia-
tions in temperature, changes in humidity and exposure
to different gases, as illustrated in Fig. 5. Consequently,
periodic calibration of the baseline is necessary when
operating for extended periods.
Nowadays, advancements in integrated circuit technol-
ogy have led to the integration of multiple MoS modules
into a single sensor using micro-electronic mechanical
systems technology. This integration enables the detec-
tion of a wider range of gases. In addition, digital control
circuits have been incorporated into these sensors to fa-
cilitate baseline calibration and power management [67]–
[69]. It should be noted that several studies, such as [29],
[70], have explored the application of these digital MoS
sensors for fire detection. In [70] and [71], it is rec-
ommended that metal oxide sensors be placed within a
maximum distance of 25 metres from the fire source to
ensure a timely fire detection in 15 minutes.

(ii) Catalytic Bead Sensor: Catalytic bead sensors have been
used for gas detection and monitoring for several decades
as a result of their ability to respond to different sets of
gases, making them highly versatile. However, with the
advent of IoT projects that demand tailor-made solutions
for specific objectives, the diminishing popularity of
these sensors can be attributed to their cross-sensitivity
issues. The catalytic bead sensor differs from the MoS
sensor in its operating principle. Instead of employing a
metal oxide membrane, the catalytic sensor utilises small
catalyst-loaded ceramic pellets. As the target gases come
into contact with the catalyst, they undergo a reaction
that generates heat, which is subsequently detected by

the thermistor within the sensor. The gas concentration
can then be determined on the basis of the measured
resistance of the thermistor.
In [72], the response time and the recovery time of
various metal oxide catalysts were evaluated at a distance
of 6 cm from a concentration of 500 ppm of SO2 and
the minimum response time was found to be 80 seconds,
while the minimum recovery time was 70 seconds ac-
cordingly. Catalytic sensors are more accurate than MoS
sensors in detecting combustible gases such as Methane,
Ethane, Butane and other VOCs. This is because catalytic
sensors have low cross-sensitivity, meaning that they are
less likely to respond to other gases. As a result, catalytic
sensors require less calibration effort than MoS sensors.
Similarly to MoS sensors, the utilisation of catalytic
beads requires elevated temperatures to activate the cat-
alytic pellets, resulting in shorter life and higher energy
consumption. Furthermore, it should be noted that for
IoT systems in wildfire scenarios, where most released
gases are composed of CO2, catalytic sensors may not
be the most suitable choice for detection, as they are
designed primarily for combustible gases. Furthermore,
catalytic sensors are highly sensitive to temperature
fluctuations and tend to be more expensive than MoS
sensors. They are also prone to contamination when
exposed to high concentrations of combustible gases,
which can lead to degradation in sensor performance.
Therefore, catalytic beads sensors are used primarily in
indoor environments, such as process plants and cargo
compartments of aircraft, due to their suitability for these
specific applications [73], [74].

(iii) Electro-Chemical Sensor: Electrochemical sensors have
been widely used in indoor fire detection and environ-
mental monitoring projects in the past decade. However,
because of its working principle, the miniaturisation of
the electrochemical sensor becomes very limited and
becomes less popular than the MoS sensor technology
for early wildfire detection projects. Typical electrochem-
ical sensors comprise an electrode that interfaces with
an electrolyte solution, enabling the detection of target
gases. When the gas is exposed, it diffuses through a
porous membrane surrounding the electrode, initiating
oxidisation or reduction reactions, and generating an
electric current within the circuit. The gas concentration
is then determined through the measured current. Com-
pared to MoS sensors, electrochemical sensors exhibit
higher selectivity toward CO2 and CO due to their use of
chemical reactions for gas detection, while MoS sensors
are based on the physical properties of the material.
Direct measurement of current induced by chemical
reactions in electrochemical sensors offers selectivity
higher than that of the physical properties exploited
by MoS sensors, making the former more effective in
detecting specific gases. Furthermore, electrochemical
sensors generally have longer lifetimes and lower power
consumption because their electrodes do not require heat-
ing to allow chemical reaction. However, their operating
temperature range can be limited, and their sensing range
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may be restricted.
In [75], a comprehensive analysis of two low-cost elec-
trochemical sensors is presented. Although the response
time of electrochemical sensors is quite promising, the
accuracy of CO concentration was found to be reliable
only at environmental concentrations below 12 ppm.
Therefore, its application may be restricted to specific
industries and air stations where low CO concentrations
are expected. In general, electrochemical sensors offer
improved accuracy, sensitivity and selectivity compared
to MoS sensors. However, their limited operating tem-
perature and humidity make them less suitable for low-
cost IoT applications. Some examples of real-life elec-
trochemical sensors can be found in [76], [77].

(iv) Optical Scattering Sensor & Non-Dispersive Infrared
(NDIR) Sensor: Recently, the use of optical or laser
scattering sensors in environmental monitoring and other
IoT projects has gained increased research interest be-
cause they offer higher accuracy in determining PM
concentrations and faster response time when compared
with MoS sensors. These laser or optical scattering
sensors utilise a laser or LED beam as a light source
that is directed into a detection chamber. This chamber
may contain suspended particles or aerosols within the
gas. As the beam traverses the chamber, it interacts
with the gas/smoke particles or aerosols, causing the
scattered light to disperse in various directions, includ-
ing backscattering toward the detector. Positioned at an
angle to the beam, a photodetector captures the scattered
light, and its intensity is measured. Changes in intensity
serve as an indication of the presence and concentration
of gas/smoke particles or aerosols within the chamber.
Through the analysis of the scattered light intensity, the
concentration of PM is determined by using established
calibration curves or algorithms.
Analysis of the characteristics of PMs emitted during
wildfire events has revealed that in the early stages of
a wildfire, there is a substantial release of sawdust or
dust from trees due to incomplete combustion [78], [79].
Therefore, the utilisation of optical scattering sensors
also offers advantages in terms of improved accuracy
and detection time, because they do not rely on chemical
reactions between metal oxides or catalysts and gases.
Furthermore, these sensors exhibit improved reliability
compared to MoS-based sensors or other chemical re-
actions. However, it is important to note that optical
scattering sensors can only detect the presence of ob-
structions in the air and cannot measure the concentration
of specific gases. This limitation may impact their suit-
ability for detecting wildfire gases, especially considering
the limited travel distance of particle matter. Real-life
examples supporting the efficacy of these sensors can
be found in the literature, such as the work presented
in [65], where they have been used successfully for early-
stage wildfire detection. To improve the accuracy of fire
detection, the authors of [80] implemented an IoT system
that combined optical scattering sensors, NDIR sensors
and electrochemical sensors.

Meanwhile, there has also been growing interest among
manufacturers in the NDIR sensor, leading to a wide
availability of NDIR sensors for integration into IoT
systems. NDIR sensors are specifically designed to detect
and measure gas concentrations using the principle of
infrared absorption. These sensors employ components
such as an infrared light source, an optical filter and an
infrared detector, similar to the photoelectric detection
technique. The functionality of NDIR sensors involves
transmitting infrared light through a sample chamber
that contains the gas to be analysed. The target gas
selectively absorbs specific wavelengths of transmitted
infrared light, resulting in a reduction in the intensity of
the light at a specific wavelength reaching the detector.
The magnitude of light absorption is directly proportional
to the concentration of the gas, enabling the NDIR sensor
to accurately quantify the gas concentration.
One notable advantage of NDIR sensors is their low
energy consumption, making them well suited for IoT ap-
plications. Furthermore, compared to optical scattering or
other photoelectric sensors, NDIR sensors exhibit lower
cross-sensitivity as a result of their reliance on infrared
absorption calculations of specific gases. However, it is
important to note that both NDIR and optical scattering
sensors have limitations in terms of their operating
temperature range, which should be taken into account.

(v) Gas-Sensitive Fleid Effect Transistor (GasFET):
GasFET sensors are relatively new to IoT projects
and have not yet been widely used. However, they
might become popular because of several advantages
over other types of gas/smoke sensors. GasFET sensors
operate on the principle of gas interactions on the sensor
surface, resulting in changes in electrical conductivity.
These sensors typically consist of a thin film of metal
oxide deposited on a silicon substrate. The operational
process of gasFET sensors involves key steps such
as adsorption, conductivity modulation, gate voltage
variation and signal detection [81], [82]. When the metal
oxide surface is touched, gas molecules are adsorbed,
potentially undergoing chemical reactions or physical
interactions that modify the surface properties and affect
the conductivity of the metal oxide film. This modulation
in conductivity influences the electrical properties of
the FET structure, which includes a gate electrode that
controls the conductivity of the metal oxide channel.
When a voltage is applied to the gate electrode,
the conductivity of the metal oxide can be precisely
controlled. The resulting changes in conductivity,
caused by gas molecule adsorption, are detected as
variations in the output current or voltage of the FET
sensor, providing information on the concentration
of the target gas in the surrounding environment.
Different gases produce different responses, allowing
the identification and differentiation of specific gases or
volatile compounds. It is important to differentiate FET
gas sensors from MoS membranes, as their underlying
algorithms differ significantly.
In general, gasFET sensors utilise the conductivity
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changes of a metal oxide thin film upon exposure to gas
molecules, enabling gas detection and quantification. The
design and materials of FET sensors can be optimised to
provide enhanced selectivity and sensitivity to different
target gases. These sensors offer advantages such as
an extended operating temperature range, maintenance
of performance over time, and provide consistent and
accurate gas detection [82]. Furthermore, FET gas sen-
sors exhibit faster response times and greater stability
compared to MoS sensors. However, they are sensitive
to changes in humidity levels and can exhibit variations
in baseline characteristics due to manufacturing variances
between individual sensors. Furthermore, FET-type sen-
sors are relatively newer technology compared to other
sensor types. Although they offer advantages such as
high sensitivity and selectivity, their development and
commercialisation have been slower than those of more
established sensor technologies. This slower progress
may be due to complex fabrication processes and chal-
lenges in achieving consistent performance across differ-
ent gas types.
Although several researchers have dedicated their efforts
to advancing these sensor technologies [81], [83], [84], it
is challenging to find FET-type sensors readily available
on the market for the detection of gases such as CO,
CO2 or TVOCs. Ongoing research and development
efforts focus on the advancement of FET-type gas sensors
with substantial potential for their application in various
fields. The future holds promising prospects for the wide
availability and utilisation of FET-type gas sensors in
diverse applications.

(vi) Other Gas / Smoke Sensing Techniques: In addition to
the sensing technologies mentioned above, the use of
photodiode sensors has been observed in various research
projects for flame detection. However, the effectiveness
of fire detection by photodiode flame detectors is lim-
ited due to their maximum detection distance of only
one metre. Other technologies exist that could be used
for wildfire detection, such as photoionisation, chemi-
luminescence, photoelectric, chromatography and reso-
nant gas sensors. These have been evaluated to provide
precise real-time gas/smoke measurements [85], [86], but
their suitability for wildfire detection may be limited due
to the substantial operational costs associated with these
sensor technologies and the practical challenges involved
in the deployment of these technologies in field settings.

The performance of gas/smoke sensors can vary greatly,
making it difficult for IoT designers to understand the dif-
ference in each sensor performance. To address this, many
research efforts have been made to compare the accuracy,
response time, selectivity and cross-sensitivity of sensors. A
comparative study conducted by [87] examined the sensitivity
and accuracy of MoS, GasFET, Electro-Chemical, NDIR and
optical scattering detectors. The results showed that the MoS
and GasFET sensors had sensitivity comparable to those of
the other sensor types. Furthermore, [57] provided an exten-
sive review of recent developments in fire detection sensors,

including an explanation of their operating principles and a
comparison of the performance of different types of sensors
using different detection elements.

To help IoT designers understand the features of these
gas/smoke detectors, we have compiled a comparison of
the performance of various types of gas/smoke sensors that
are suitable for IoT projects for early wildfire detection in
Table II. This analysis is based on commercially available
sensors and takes into account factors such as cost, energy
usage, reaction time, durability and precision. These aspects
are beneficial to the IoT designer and can help them select the
right sensor for their project. In addition, the most remarkable
characteristics of the sensors are also included in the table.
Furthermore, Table III presents an overview of various IoT-
based wildfire detection initiatives and the types of ground
sensors used in each. It shows that many wildfire detection
projects rely mainly on environmental monitoring sensors,
including both weather monitoring and gas/smoke sensors,
and MoS sensors are the most widely used gas/smoke sensors
in these projects. In [80], [88], a comprehensive solution is
presented, from hardware design to detection flow and DL
detection, while [89] also offers a complete solution with
implemented ML detection. [90] provides an experimental
hardware prototype, but also includes a fire-carbon spreading
model which can help determine the optimal detection distance
and deployment height. [91] presents a real project of the
deployed wildfire detection system in the United States and
also provides information on the sensor topology. [38],
[70], [92]–[95] present experimental proof-of-concepts of IoT
ground sensing systems and different measurements are taken
using their setup, while [93] demonstrates the feasibility of
mounting environmental monitoring sensors on UAVs to detect
early wildfires. Although [96] is only an example of the real
deployment of the PM2.5 IoT sensing system, it also shows
the ability of on board ML detection and the robustness of
the use of LoRaWAN connectivity. [29], [31], [97] are real
commercial IoT projects for early wildfire detection. Lastly,
[98] provides an IoT system for early fire detection featuring
GaSFET sensors.

III. DATA ANALYTIC ALGORITHMS FOR WILDFIRE
DETECTION

After collecting these data from EDs, the integration of
camera images or sensor data is used to identify any fire
or non-fire event. To do this, either the MCUs on the EDs
or the computing unit on the central server must use data-
analytic algorithms to convert the problem into a mathemati-
cal expression. The analytical process of identifying unusual
events within IoT applications often aligns with the principles
of anomaly detection. In the context of wildfire detection, this
is specifically focused on distinguishing the rare occurrences
of fires, while non-fire situations happen most of the time.
Each anomaly detection technique has its own benefits and
drawbacks, which make them more or less suitable for use in
IoT projects.

In this section, a summary of early wildfire detection
algorithms is provided. These algorithms can be classified
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into two main categories based on the way they obtain their
detection criteria: feature detection and pattern detection in
time series. The discussion of the use of ML and DL to
improve the performance of features or pattern detection
for both vision-based and non-vision-based detection is also
provided, as the use of ML/DL in IoT projects is gaining more
research interests. Although ML/DL are heavily dependent on
computers to recognise irregularities through iterative learning
of features/patterns, it is essential to remember that these
techniques are still based on statistical and mathematical
models and can be classified as a part of the features/patterns
detection. To make it easier for IoT designers in finding
relevant information, we have divided this into an individ-
ual item. The following subsections will discuss fire/smoke
vision-based detection algorithms for recognising anomalies
in features/patterns and how to enhance them using ML/DL,
followed by detection algorithms for non-vision-based detec-
tion for recognising anomalies in features/patterns and how to
improve them using ML/DL.

A. Vision-Based Detection Algorithm

Vision-based fire detection algorithms typically use image
processing techniques to identify and extract relevant features
from images or videos. These extracted features are then
compared to the known characteristics of a fire to determine if
a fire is present. Since flames and smoke are the most visible
signs of fires [108], most existing algorithms focus on image
processing analysis to detect the features of flames and smoke.
The physical properties of flames and smoke [109] can be
identified using feature detection algorithms, such as colour,
motion, spectral and texture. Meanwhile, pattern detection
algorithms, such as spatial and temporal wavelet detection,
can be used to observe the propagation of fire or smoke over
a period of time. Feature detection algorithms are easier to
run on IoT EDs, as they require less computing power and
memory space than pattern detection algorithms. However,
pattern detection algorithms used to be more accurate, as they
are based on the analysis of the video stream.

1) Feature Detection Algorithms: In the following we
discuss various feature detection based image processing al-
gorithms for fire detection.

(i) Colour Pixel Analysis: The use of colour analysis for
vision-based fire detection is a widely accepted ap-
proach [110]–[118]. It involves recognising the values
of R, G and B of the pixels in the image to capture the
colour property of flames and smoke. Different colour
spaces such as YCbCr [113], CIELAB [114], YUV [115]
and HSV [116] are used to model the fire colour and also
generate colour masks in the literature. RGB and HSV
are the most commonly used models [109]–[112], [119],
with the latter providing more useful information on fire
illumination. In IoT applications, the IoT camera module
takes pictures of its environment and the MCU evaluates
the colour values of each pixel to decide if there is a
fire present. This enables the colour characteristics of
fire and smoke to be recorded. Colour-pixel analysis is
relatively straightforward by simply using a threshold for

a variety of colour combinations in the form of adding or
subtracting two colour pixel values, which is simpler to
implement in IoT EDs [120]. Although colour analysis
can be used to distinguish fires from images, it is not
accurate enough to do so dependably, particularly when
fire-coloured objects are present in the image. This re-
sults in a high rate of false alarms. To enhance precision,
colour analysis is usually combined with motion analysis
for fire detection. In [120], a combination of vision-based
detection and gas sensor detection is used to make a fire
decision.

(ii) Motion Pixel Analysis: Motion analysis is another tech-
nique commonly used in vision-based fire detec-
tion [119]. This technique, known as background sub-
traction, captures the motion of flames and smoke by
subtracting the first frame received from the subse-
quent frames. To achieve thresholding, in various stud-
ies, dynamic background subtraction methods based on
the Gaussian mixture model (GMM) have been pro-
posed [121]–[125]. GMMs are used to analyse the inten-
sity values of each pixel in the previous frames, forming
a Gaussian distribution that displays the information state
of each pixel [126]. This image, with the background
removed, can be used to identify motions, such as a
fire. To detect motion pixels, a comparison between
the current frame and the previous frame is necessary,
which requires a bit more temporal storage for the pixels.
In [122], it is demonstrated that fire detection using the
motion pixel approach is not resistant to moving objects
such as humans and animals. Therefore, relying on fire
motion detection may not be reliable, as there is a chance
that wildlife is moving around in the forest.

(iii) Local Feature Extraction Analysis: A range of local fea-
ture extractors can be used to improve fire detection in
IoT devices, helping to recognise fire or smoke objects.
The Histogram of Orientated Gradient (HOG) algorithm
computes the magnitude and direction of the gradient for
each pixel in a given block and then creates a histogram
of the normalised values. The Scale-Invariant Feature
Transform (SIFT) method identifies local features by
constructing a scale-space pyramid using Gaussian mask-
ing and detecting the difference of Gaussians between ad-
jacent pixels. Shi-Tomasi calculated the 2x2 eigenvalues
of each section of the image, allowing the corners of the
image to be highlighted by sorting the highest minimum
of the eigenvalues. All these techniques are particularly
useful for recognising the edges of an object. In [41],
the performance of various local feature extractors was
evaluated using a Sony IMX219 camera and a Raspberry
Pi 4 MCU. HOGs were found to be more successful in
capturing fire and smoke characteristics. However, they
were all sensitive to non-fire objects, such as humans and
animals. To enhance accuracy, the MCU performed local
feature extraction, and then the features were transmitted
to the cloud server and used to identify fire through DL
algorithms.

(iv) Other Feature Detection Techniques: In addition to the
feature detection methods discussed, there are numerous
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other feature extractors, such as the Harris corner de-
tector, the Canny edge detector, binary robust invariant
scalable keypoints and orientated rotated brief. These
were only mentioned as they are commonly employed
for fire detection on IoT devices, such as HOG and Shi-
Tomasi, or can be used as a detection benchmark, such
as colour and motion pixel detection and SIFT.

2) Time Series Pattern Detection: In the following we
discuss various pattern detection based image processing al-
gorithms for fire detection.

(i) Temporal Wavelet Analysis: In addition to feature detec-
tion, more sophisticated image processing techniques can
be used to detect patterns in time-series data. Temporal
wavelet analysis combines colour and motion analysis
to detect fires. Moving objects of fire can sometimes
trigger a false alarm, but analysing the flickering property
of a fire can help distinguish between real fires and
these objects [115], [119], [127]–[130]. The flickering
frequency of the fire is around 10 Hz [131], and an
oscillating frequency of a pixel intensity value greater
than 0.5 Hz indicates the presence of the fire [132].
[133] used the Discrete Wavelet Transform (DWT) to
extract information on temporal variation from a pixel
by placing its intensity history in a two-stage filter bank.
And by comparing the simulated results for fire pixels
and non-fire pixels, fire pixels can be distinguished by
counting the number of zero crossings within a certain
number of frames [134]. Although temporal wavelet
analysis combines motion and colour analysis to enhance
fire detection accuracy, this comes at the cost of in-
creased computational complexity and the need for more
temporary memory capacity, leading to higher energy
consumption and longer detection latency. Furthermore,
smoke and flames can flicker in various ways, and to
accurately capture the characteristics of early wildfires,
various studies have suggested multiple approaches by
integrating temporal wavelet analysis with other tech-
niques in fire detection [135], [136].

(ii) Spatial-Temporal Wavelet Analysis: In addition to tem-
poral wavelet analysis, spatial variations can also be
used to differentiate between fire and objects in motion
that are coloured with fire. Fire regions in the image
show a great deal of spatial variance, while objects
in motion with a fire-like colour show no changes in
spatial colour variations [127], [133]. Spatial wavelet
analysis is used to calculate the spatial variation of the
image frame [119]. DWT is applied to decompose the
original image into four subimages, which represent the
horizontal, vertical and diagonal spatial energy of the
image. A decision variable ν4 is calculated using these
subimages, indicating the level of spatial variation of
the image frame analysed. Equation ν4 can be written
as [134],

ν4 =
1

MN

∑
k,l

|xlh [k, l]|2 + |xhl [k, l]|2 + |xhh [k, l]|2 ,

(1)

where the number of row and column pixels in the
frame is denoted by M and N , respectively, such that
particular row and column for the calculation of the pixel
value are represented by k and l respectively. xlh, xhl,
xhh are low-high, high-low and high-high subimages,
respectively. If ν4 is above a certain threshold, then the
probability of the presence of a real fire is higher [134].
In [128], the advantage of spatial wavelet detection
over colour and motion pixel detection is shown, as it
significantly reduces the false alarm rate. Additionally,
spatial wavelet analysis is more efficient in terms of
temporal memory and detection time, since it requires
only performing DWT of the image. However, the
two-dimensional wavelet decomposition used in spatial
wavelet analysis has a limited capacity to analyse time-
series data.
To improve its ability in time-series detection, many
researchers have proposed the use of spatial-temporal
wavelet analysis, which combines spatial and temporal
wavelet analysis and uses a weighted sum fuzzy logic
for both detection methods. In [137], the spatial-temporal
variance is used to calculate the spatial-temporal en-
ergy to detect any sudden increase in energy, which
is indicative of a fire. We had also conducted a com-
parison of vision-based detection on a 64-bit quad-core
ARM Cortex A53 with 1GB RAM, and the results
demonstrate that all spatial wavelet, temporal wavelet
and spatial-temporal wavelet analyses are suitable for
IoT devices. The amount of time that each algorithm
took to process 100 consecutive frames was 2.1, 4.1 and
6.3 minutes, respectively, while the colour and motion
detection benchmark was completed in 2 minutes.

(iii) Histogram of Optical Flow: The Histogram of Optical
Flow (HOF) is a popular technique for detecting spatial-
temporal patterns, such as fire motion detection. To
generate HOF vectors, video frames are first converted to
greyscale and then optical flow is calculated using var-
ious algorithms, the most well known being the Lucas-
Kanade method [138]. HOG and HOF are usually used
together, as they are both histogram-based descriptors.
This implies that once the gradients and optical flows
have been obtained, they can be quickly converted into
HOG and HOF through the same process and are also
computationally efficient. In addition, HOG is more
likely to give details about objects, while HOF is better
at recognising temporal motion. By combining HOG
and HOF, many studies have shown that the accuracy
of fire detection is improved compared to using either
method independently [139], [140]. However, all of these
measurements have been performed on desktop PCs, and
only one study [41] has demonstrated its practicality on
an IoT device. The limited computing power of EDs
can lead to delayed detection times when using wavelet
analyses and HOF. To address this issue, researchers
have proposed using location pattern detection in EDs,
which transmit data for processing by ML or DL algo-
rithms [41], [141].

(iv) Other Time Series Pattern Detection Algorithms: In ad-
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dition to the time-series pattern detection methods men-
tioned, there are other detection algorithms such as
auto-regression and spectral analysis, while the most
commonly used and widely adopted time-series detection
model for capturing fire and smoke in IoT EDs is listed.

3) Machine Learning and Deep Learning Algorithms: In
the following we discuss various ML and DL based detection
algorithms for fire detection.

(i) ML algorithms have been increasingly utilized in fire
detection tasks in recent years [142]–[151]. Simple ML
methods can be applied directly to enhance feature or
texture detection, such as colour and motion pixels.
In [152], it shows that the use of a support vector
machine (SVM) can improve the accuracy of forest fire
detection by colour pixel analysis by 0.5%. In [153],
K-means algorithm was used to re-cluster the pre-
labelled anchor frame parts in the dataset. Furthermore,
the author suggested that using K-means to cluster the
fire-like area into local binary patterns for SVM could
improve the accuracy by more than 1. 75%. In addition
to feature detection, ML methods can also help to make
decisions from different detection algorithms. In [41],
fire detection is achieved by combining classification
results using a linear SVM, and the performance of this
ML detection outperforms the simple temporal wavelet
detection of 5%.

(ii) Another popular method is using Convolution Neural
Networks (CNN) in DL to train a classification model to
automatically identify fire and non-fire images. Unlike
conventional algorithms that require hand-crafted fea-
tures, DL algorithms can effectively learn the features
themselves, resulting in better performance [108]. A
typical CNN consists of an input layer, an output layer,
multiple common layers and hidden layers, which are
usually convolutional layers. Convolution is the main
process for CNNs to learn features, completed by mul-
tiplication of elements between the convolution matrix
and the input image. The convolutional process generates
values that represent information about the features of
the input image, which are then passed through common
layers such as activation, pooling, normalisation and fully
connected layers [154]. The most important features are
highlighted during the pooling process. The last few
layers are always fully connected layers, where all the
information on different layers of CNN is combined to
obtain a final result. The final result is compared with the
input data benchmark to generate a numerical indication
of how well the model predicts the input. This indication
is passed through each CNN layer from end to end to
correct for the weights associated with each layer using
backpropagation (BP). CNNs not only represent the types
of feature that the model focuses on but also define the
CNN itself. Different CNNs perform different tasks with
different weights in the layers, even with the same layer
structure. AlexNet, ResNet, GoogLeNet and VGG-Net
are the most popular CNNs used to solve computer vision

problems [151], [155]–[158].
In DL, fire detection is a binary classification problem
that requires a binary classifier to solve the problem.
The complexity of the problem can be reduced by
focusing on wildfire detection with binary classifiers.
An overview of current lightweight CNNs that are built
for fire detection and are possible to implement on a
resource-constrained device is given below. In [142], the
classifier uses a feature learning method that learns basic
low-level structures of fire first and high-level semantic
features about fire later. Their classifier was compared
with other existing fire detection classifiers, including
FireNet, InceptionNetV1-OnFire, NasNet-A-OnFire and
ShuffleNetV2-OnFire. InceptionNetV1-OnFire achieves
the highest accuracy of 95.6% with 12 fps, and NasNet-
A-OnFire can achieve the lowest fps of 7 with 95.3%
accuracy. In [145], the authors proposed a 14-layer deep
CNN model capable of automatic feature extraction and
classification in fire smoke, achieving a detection rate
of 96.37% and a false alarm rate of 0.60%. In [146], a
new lightweight smoke detection CNN is trained using
pre-processed images and achieves a detection rate of
99.8%, a false alarm rate of 0.31%, and an overall
accuracy of 99.7%. In [147], a fire detection approach
was proposed that combines the strengths of conventional
and DL algorithms and can detect both flames and smoke
in the image, achieving good results. To achieve fire
image detection using DL in power-limited devices, a
lightweight CNN architecture is proposed in [148]. Fire
detection and localisation can be achieved using the
proposed CNN architecture, employing techniques such
as small kernels, transfer learning, model tuning and a
selection algorithm for feature maps. As a result, the
size of the architecture is reduced from 238 MB to
3 MB. Additionally, valuable information is provided
on the identification of burning objects and the precise
location of the fire within the image frame. However, a
more efficient alternative approach is demonstrated by
the introduction of a scratch-based model design that
uses small CNNs. Consequently, this research has led to
the development of the well-known CNN model, Firenet,
which can be seamlessly integrated into power-limited
devices such as the Raspberry Pi [150].
Dataset also plays a crucial role in achieving high
performance in DLs. To train a fire classifier, a data
set consisting of annotated positive and negative images
is required. Videos can also be used as a valid dataset
if they are converted to images. In [159], researchers
achieved a test accuracy of 90% by training their model
in online fire videos, while another study achieved an
accuracy of 97% with a diverse database that included
self-recorded videos and various online platforms [160].
Public datasets available for fire detection research in-
clude the Fire-net dataset with videos and images, the
Fire Flame Dataset with 3000 images classified into
fire, smoke, neutral and the VisiFire dataset that offers
video clips for fire and smoke detection [161], [162].
Recently, there has been a notable trend among global
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communities toward collaborative exchange of experi-
mental and prescribed burns footages. This initiative aims
to improve fire detection algorithms around the world
by providing access to extensive and varied datasets. A
notable example of such an effort is documented in [163].

Although the use of vision-based technologies has shown
great potential in the analysis of satellite images, real-time
camera systems on UAVs, and alleviating the workload pre-
viously carried out by watchtower observers responsible for
detecting occurrences of wildfires [164], it remains susceptible
to interference from various environmental factors, such as
weather conditions (e.g., cloud cover, rainfall and reflection
of sunlight), as well as physical obstructions such as trees and
buildings. As a result, the response time of imaging detection
can be significantly delayed when camera modules are used on
IoT EDs. Besides, if the number of cameras mounted on an
IoT ED is limited, the camera is usually required to rotate
and scan every hour to cover a full 360 degrees of view,
which will increase the time it takes to detect something.
Furthermore, these camera systems can be expensive to deploy
and consume significant amounts of energy. Therefore, early
wildfire detection using environmental sensing data in IoT
systems has been explored as a potential alternative.

B. Detection Algorithm based on Environmental Sensing Data

In addition to vision-based detection methods, early wildfire
detection can also be achieved using data from environmental
monitoring sensors. MCUs can apply various detection al-
gorithms to detect abnormal readings, which could indicate
the presence of smoke or fire. This process is commonly
referred to as anomaly detection. It is essential that the data
given to the detection algorithm have considerable changes
when a fire occurs, so that it can differentiate between normal
and abnormal data patterns. And there are multiple ways to
detect abnormalities, ranging from simple statistical techniques
to advanced DL methods. These techniques exhibit diverse
capabilities in processing input, from singular data points to
continuous data streams within specific temporal windows. Us-
ing ML/DL, anomaly detection methodologies can be further
differentiated into unsupervised and supervised frameworks.
To reflect the significance of anomaly detection being used in
early wildfire detection, we divide these techniques into three
categories: threshold-based anomaly detection (point-wise),
which focuses on individual data points, anomaly detection
in time series (pattern-wise), which examines observations
within a specified short-term period, and ML/DL strategies for
early wildfire detection due to their increasing use in anomaly
detection.

1) Threshold-Based Anomaly Detection: In order to detect
and respond to abnormal readings, a commonly used approach
is the implementation of a threshold limit. This method
allows users to define a specific threshold value for recorded
readings. If the readings exceed this predetermined threshold,
it indicates that the readings have exceeded the normal range
and, subsequently, trigger the activation of the fire alarm (λ).

The corresponding equation that represents this relationship is
as follows,

λ(t) = (∧n
i=1 (xi(t) > Xith)) ∧

(
∨m
j=1 (xj(t) > Xjth)

)
, (2)

where λ(t) is true if all sensors in a certain subset have
readings xi(t) at time t exceeding their respective thresholds
Xith ∀ i ∈ n and if any sensor from a different subset has a
reading xj(t) exceeding its threshold Xjth ∀ j ∈ m. This setup
allows for a general expression that accommodates various
sensor data configurations, incorporating conditions that must
all be met simultaneously and those where meeting any one
condition is sufficient. The most common way to determine
Xth is by using the z-score. This involves finding an appro-
priate threshold value, which is expressed as Xth = µ± z σ√

n
.

The sample mean, µ, is calculated from either non-fire state
data or fire state data. The confidence level is indicated by
the parameter z. The standard deviation of the sample is
represented by σ, while n is the sample size. This approach
assumes that the distribution of sensor data follows a Gaussian
distribution. The z-score can then be applied, which states
that approximately 99.73% of all samples will be within 3 σ√

n
of the mean. The desired level of sensitivity can be adjusted
considering whether a particular sample falls within the range
95. 45% (corresponding to 2 σ√

n
) or 68.27% (corresponding to

1 σ√
n

) range of all samples [165].
Additionally, the Local Outlier Factor (LOF) is also a promi-

nent algorithm used for anomaly detection, where it assesses
the outlying level for each data point within a dataset by
comparing its local density with that of its neighbouring data
points. In some of the literature, the LOF is classified as an ML
algorithm. However, due to its simplicity, we classified it as
a threshold-based detection method here. The LOF equation,
which is well-established, is expressed as follows,

LOF (x) =

∑
o∈Nk(x)

LRDk(o)
LRDk(x)

|Nk(x)|
(3)

LRDk(x) =
|Nk(x)|∑

o∈Nk(x)
||x, o||

, (4)

where ||x, o|| is the reachable distance between point x and
its neighbour at point o, |Nk(x)| represents the count of
nearest neighbours and LRD denotes the local reachable
density, which can be interpreted as the inverse of the average
reachable distance to its closest k neighbours. If the LOF is
approximately 1 or less, it can be inferred that the data point
is within the normal range. In contrast, if the LOF exceeds
1, it indicates the presence of an outlier, thus identifying
an anomaly. Furthermore, additional statistical techniques,
including moving averages and exponential smoothing, can
be integrated into z-score calculation and LOF analysis. This
involves comparing the observed value with the moving or
exponential average to identify notable deviations and signify
potential anomalies [166]. Generally, statistical techniques are
the most straightforward methods for early fire detection.
By using pre-recorded background readings, it is possible
to identify a threshold value without the need for on-board
processing. This makes it the most energy-efficient option
and commonly used detection model for wildfire detection.
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However, its accuracy is limited by threshold values, which
makes it less precise than other detection methods. Therefore,
many research projects employ statistical thresholds to perform
initial filtering before performing ML/DL algorithms that
require high computing power [89], [92], [96], [167]–[170].

2) Time Series Detection: In additional to the threshold-
based point-wise detection, the use of detecting changes in
power density over a short period of time and seasonality
detection has been extensively studied as an alternative, par-
ticularly for anomaly detection in IoT systems.

Various techniques have been explored for the detection of
abnormal changes over a period of time, including Bayesian
online changepoint detection [171], cumulative sum control
chart (CUSUM) [172] and bottom-up segmentation [173].
In general, the primary objective of change-point anomaly
detection is to identify significant changes or intervals in a time
series that deviate from the underlying behaviour or pattern.
This involves segmenting the time series, fitting statistical
models to each segment and detecting changes between ad-
jacent segments. The presence of an anomaly is inferred if
a significant change is detected. The effectiveness of change
point detection depends on segmentation, model selection and
assumptions made about the data. These approaches capture
various types of anomalies, including sudden changes, gradual
changes and recurring patterns. In [174], CUSUM was used
to detect unusual body movements on a low-power ARM-
Cortex R4F. In addition, the implementation of CUSUM for
anomaly detection on fog platforms was demonstrated in mul-
tiple projects, as summarised in [175]. A sequential approach
for anomaly detection using Bayesian changepoint detection
in the IoT is also proposed in [176]. Numerous projects
have demonstrated the effectiveness of employing changepoint
detection models in anomaly detection, particularly within on-
board IoT systems. Although changepoint detection exhibits a
higher level of complexity compared to point-wise detection
techniques, it remains less complex than advanced seasonality
or ML/DL detection methods. Moreover, changepoint detec-
tion has been observed to offer superior accuracy in anomaly
detection in contrast to point-wise detection approaches.

An alternative approach to analysing time-series data is the
seasonality detection method, such as seasonal decomposition
methods and seasonal forecasting methods. In seasonality
detection, the trend or seasonal component captures the overall
direction of the data over a long-term period, providing infor-
mation on whether the time series is increasing, decreasing, or
relatively stable. Seasonal decomposition techniques are used
to identify patterns in the data that repeat at fixed intervals by
isolating the seasonal component so that any recurring patterns
in the data can be retrieved. These fluctuations can be con-
sidered anomalies or unexpected behaviour in the data [177].
In contrast, seasonality forecasting techniques, such as Holt-
Winters and Fourier analysis, also consider seasonality when
predicting. However, to enable anomaly detection, users still
need to design their own anomaly-checking mechanism. A
straightforward detection algorithm is to calculate the mean
square error and feed it into a given threshold and confi-
dence intervals to determine if it is an error. In [178], the
author evaluated the effectiveness of various IoT air quality

prediction models using seasonal forecasting methods and
seasonality ML/DL prediction models. The results of the study
showed that it is possible to predict seasonality in EDs using
low computing power Cortex-M0 or high-performance Cortex
A53. However, seasonal anomaly detection models are not
widely used in anomaly detection due to the fact that the
full data set may not be available if the seasonal patterns
last longer than one year. For example, in [179], researchers
have shown that Holt-Winters requires an additional 40KB of
data to correctly predict CO2 and the temperature level on an
ESP32. Besides, these methods assume that the time series has
repeated seasonal and stationary patterns. If the data includes
irregular or non-recurring seasonal patterns or if the seasonal
patterns change over time, these methods may not be able to
accurately capture the underlying structure.

3) Anomaly Detection Using ML and DL: In addition to
the detection methods mentioned, the use of ML or DL for
anomaly detection has been increasing due to its ability to
capture complex relationships and non-linear patterns in data,
as well as its adaptability and scalability in dealing with differ-
ent input features. These ML/DL approaches make it possible
to process large or multi-dimensional datasets quickly and
easily for point-wise or time-series detection. Moreover, ML
techniques can be applied to various components of a network,
from IoT devices to network servers. These advantageous
characteristics have led to the growing adoption of ML for
anomaly detection. Several basic supervised ML algorithms
have been used for anomaly detection, such as SVM, K-nearest
neighbours (KNN) and decision tree (DT) [180]. SVM uses
hyperplanes to classify data into normal or anomaly groups,
while KNN determines anomalies based on the Euclidean
distance to their nearest-neighbour group. DT uses reduction
of entropy values to identify relevant information for anomaly
detection. However, these ML techniques require user-labelled
data points, which are usually obtained by manual detection.
For instance, when it comes to fire detection, users must label
the time stream of sensor readings as either fire or non-fire
states. The accuracy of these methods is highly dependent
on the accuracy of the labelling process. Therefore, some
anomaly detection methods are developed using ML clustering
techniques, such as K-means and GMMs, and many IoT
projects have implemented these approaches, as shown in [89],
[181]. Furthermore, some ML forecasting models, such as
Autoregressive Integrated Moving Average (ARIMA) and Sea-
sonal Autoregressive Integrated Moving Average (SARIMA),
can also be combined with statistical outlier methods to detect
anomalies without supervised learning [182]. If the input
dimensions of ML are small, the energy consumption of ML
can be comparable to that of statistical methods. However, the
greatest advantages of ML are its ability to recognise inter-
connections between different inputs and to detect anomalies.
Furthermore, its complexity and computing power require-
ments are lower than those of the DL methods, making it
more suitable for deployment on resource-constrained EDs.
Recent IoT ground sensing system projects have widely used
ML anomaly detection algorithms, as summarised in Table IV.

To improve the precision of anomaly detection and reduce
the likelihood of errors caused by human labelling in super-
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vised ML methods, DL approaches have gained popularity.
DL algorithms are capable of modelling complex nonlinear
relationships between input features and output labels, allow-
ing for the detection of anomalies that may be missed by
simpler linear models. DL models such as Artificial Neural
Networks (ANNs) and CNNs can leverage networks that have
been pre-trained on large and diverse datasets from similar
domains. This can reduce the need for a large number of
labelled data during the initial training phase and can also
improve the recognition of complex patterns and features
in the data. When using ANNs for anomaly detection, the
raw input data are processed through multiple hidden layers,
which work to identify and capture representations that are
indicative of anomalous behaviour. Subsequently, the output
layer produces a prediction or score that indicates whether
the data are anomalous or normal. In [183], three ANN
models were used, namely BP, radial basis function (RBF)
and probabilistic neural network, for indoor fire detection
using weather and gas sensors. The results demonstrated the
exceptional performance of all three models in the detection of
fire incidents. In addition to ANN, recurrent neural networks
(RNNs) were developed to process sequential data. These
networks have recurrent connections that allow them to store
information from previous steps or moments. This allows
RNNs to recognise and learn patterns in sequences, making
them more effective than other DL approaches, since the input
data are likely to be a time series of environmental readings
from sensors. In particular, long-short-term memory networks
(LSTMs), a specific type of RNN, were developed to address
the problem of vanishing gradients faced by traditional RNNs.
LSTM networks introduce a specialised memory cell that can
retain information over long periods of time. This makes it
more effective in capturing long-term dependencies in sequen-
tial data [80]. Furthermore, LSTM networks and other DL
models, such as autoencoders and multilayer perceptrons, can
be used for unsupervised or self-supervised learning to reduce
errors. These methods are simpler than other self-supervised
DL clustering models, making them easier to implement on
the edge with relatively low energy consumption. Additionally,
these DL models can be trained online or in real time, making
them more adaptive to changing environmental conditions,
especially useful for early wildfire detection. Some newly
developed DL models for unsupervised time series anomaly
detection are also reported in [184], [185]. However, their
compatibility with performance-constrained EDs has not been
investigated yet. The study conducted by [80] investigates
the performance of three RNNs, namely simple RNN, LSTM
and GRU-RNN, for early forest fire detection. The results
demonstrate that all models achieve an accuracy that exceeds
99.7%. Specifically, the GRU-RNN model exhibits the highest
accuracy and demonstrates reduced complexity compared to
LSTM. These findings highlight the effectiveness of RNN
models in accurately detecting forest fires at an early stage,
and the GRU-RNN model shows potential advantages in terms
of accuracy and complexity.

Table. IV presents an summary of the anomaly detection
algorithms used in recent forest fire detection projects. In
general, DL and ML approaches are widely used in these

TABLE IV
ILLUSTRATION OF ALGORITHMS USED BY FOREST FIRE DETECTION

PROJECTS

Statistical Time Series ML DL

[80] RNN, LSTM,
GRU-RNN

[186] RF, SVM
[167] ✓ ANN
[92] ✓
[93] RBF
[168] ✓
[89], [181] ✓ K-means
[96] ✓ SVM
[180] SVM,RF,KNN
[187] ANN, CNN
[169], [170] ✓ MLP-ANN
[188], [189] ANN, Fuzzy logic
[182] ✓ ARIMA
[190] K-means BP-ANN

projects. Most of these initiatives employ a threshold limit,
based on the z-score, regression, or LOF, for initial filtering.
Upon triggering consecutive alerts, the ED transmits data to
the server to perform fire detection or performs specific fire
detection algorithms on the ED itself. Note that in this section,
we have focused on a few anomaly detection techniques
that are suitable for implementation on EDs or the gateway
for wildfire detection. The selection of these methods was
based on their computing power requirements, complexity, and
whether they have been previously implemented.

IV. OPERATIONAL CHALLENGES

In order to establish an IoT ground sensing system aimed
at early fire detection, a holistic consideration of various
factors is essential. This extends beyond the implementation of
sensors, gateways and servers, encompassing aspects such as
communication technologies, medium access control (MAC)
layer control, energy consumption, detection latency and de-
vice sustainability. The purpose of this section is to discuss
the challenges and constraints related to the implementation of
IoT sensing systems to offer valuable perspectives to individ-
uals considering designing their own early wildfire detection
system.

A. Sensors

As mentioned in Sec. II, gas/smoke sensors have different
characteristics when it comes to wildfire detection. Some
sensors have minimal cross-sensitivity, but their operating
temperature and humidity ranges are limited. On the other
hand, some sensors are highly accurate, but they take time
to precisely measure the concentration of the target gases.
Additionally, the cost and availability of these sensors, such
as energy consumption, maintenance cost and size, are cru-
cial considerations. It is essential to take into account not
only the cost of the sensors, but also the operational costs
associated with the equipment and needed for their operation
and maintenance. A thorough assessment of these elements
is necessary when selecting the right sensors for a particular
purpose. Sensors can be delicate and need to be calibrated
regularly, which can make them costly to use in a wildfire
detection system. They may be exposed to extreme environ-
mental conditions and may need to be replaced often. Besides,
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the practical implementation of these sensors in the field also
presents several challenges, including the establishment of a
secure mounting site and the protection of the sensors against
environmental hazards. These challenges pose obstacles in
deploying sensors in remote regions, which are often the areas
most vulnerable to wildfires.

B. Communication link and Access Layer Control
In addition, the reliability and robustness of communica-

tion within sensor systems pose significant challenges. One
specific challenge arises from the dependence on a clear
line-of-sight between transmitters and receivers to establish
optimal communication links. However, in IoT ground sensing
systems, especially those used for wildfire detection, non-
line-of-sight conditions are common due to obstructions such
as forests and smokey environments containing high levels
of PM2.5 and PM10 particles. To reduce the adverse im-
pacts of short-wave radio technologies and address the issues
caused by blocked communication, it is essential to perform
a comprehensive analysis of this phenomenon to understand
amplified channel pathloss and slow-fading attenuation so that
transmission power can be adjusted to reduce these effects.
Pathloss measurements reported in [191] reveal that a 922
MHz signal can experience pathloss of up to 100 dB at a
distance of 200 metres, projected to rise to 120 dB at 400
metres and even higher at 2.4 GHz frequencies. Furthermore,
in the IoT system for early wildfire detection, which is often
deployed in remote areas with limited coverage of the cellular
network, it becomes imperative to establish extended-range
communication between end devices and gateways to facilitate
data transmission to the server. Consequently, the transmit
power of the end devices needs to be enhanced, resulting in
increased energy consumption. To address these challenges,
the adoption of an LPWAN protocol suitable for extended-
range communication becomes indispensable.

Typically, IoT systems employ LPWAN protocols for com-
munication between the end nodes and the gateway. These
LPWAN communication protocols are characterised by ultra-
narrowband or simple modulation/demodulation techniques,
enabling low energy consumption during communication. The
use of ultra-narrowband signals reduces the chance of packet
collision, while wideband signals with distinctive patterns
allow for easy differentiation from other signals, facilitating
extended-range communication. Key players in the LPWAN
domain include LoRaWAN, Sigfox, 6LoWPAN, NBIoT and
LTE-M [192]. Although NBIoT and LTE-M operate within
licenced spectrum bands, the LoRaWAN together with Sigfox
and 6LoWPAN utilise ISM-shared bands. A performance anal-
ysis comparing various wireless communication technologies,
as shown in Fig. 6, demonstrates that LPWAN offers the
longest range and the lowest energy consumption. However,
it should be noted that LPWAN technologies exhibit the
lowest data throughput. As a result, IoT system designers must
prioritise the significance of data and determine which data
to transmit and discard. Although most LPWAN technologies
support packet fragmentation, this feature can exaggerate the
likelihood of packet collisions and the overall packet loss rate
within the system.

Fig. 6. Illustration of LPWAN performance compared with other wireless
technologies.

In wireless communication, packet collision occurs when
multiple packets are simultaneously transmitted to a receiver,
making it impossible to differentiate between individual pack-
ets. To mitigate this issue, an MAC layer is responsible for
regulating channel traffic, thereby ensuring successful packet
reception. However, the MAC layer in most LPWAN technolo-
gies is typically pre-defined, with some employing random
access or simple Listen Before Transmit techniques [193],
[194]. In contrast, NB-IoT and LTE-M use the same MAC
control as cellular networks due to their integration in the cel-
lular communication system. However, optimisation of packet
success rates in IoT systems often requires the implementation
of a customised MAC control. In [195], a custom Carrier-sense
multiple access with collision avoidance (CSMA/CA) MAC
layer was implemented in the LoRa communication system
to improve the packet success rate. However, the adoption of
an in-house MAC layer control can lead to increased energy
consumption for end devices due to requirements such as
channel listening and synchronisation. An alternative approach
is demonstrated in [196], where an in-house CSMA/CA MAC
control for LoRa is introduced, resulting in an improvement in
energy consumption. Overall, achieving a robust and energy-
efficient communication link in IoT systems presents chal-
lenges that require thorough consideration of various factors,
including gateway coverage influenced by channel loss and
modulation schemes, channel interference resulting from traf-
fic load, packet size and packet priorities, as well as quality of
service and packet latency. In order to tackle these obstacles,
the implementation of a custom MAC layer control emerges
as a viable solution for IoT designers.

C. Energy Consumption

Energy consumption poses a significant challenge for IoT
EDs, particularly in scenarios where power supply cannot be
guaranteed for all devices, such as outdoor remote areas. This
issue becomes especially critical for early fire detection sys-
tems, as their batteries are expected to last for extended periods
without frequent replacement. It is essential to make sure that
both the sensors and the microcontroller have low energy
consumption and that the detection algorithm, whether based
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on DL/ML, does not consume too much power. To mitigate
energy consumption, the sampling frequency of sensors may
need to be reduced, and devices may require frequent periods
of sleep to conserve power. Alternatively, end devices can
offload detection tasks by performing initial threshold detec-
tion and transmitting the collected data to a central server for
DL or other power-intensive detection algorithms. However,
this approach may result in increased energy consumption
and packet loss in the communication link. Therefore, striking
a balance between the packet size sent to the central node
for detection and the resulting latency becomes another chal-
lenge in the development of the IoT system. A recent study
by [197] investigated the energy consumption and execution
time characteristics of the YOLOv3-tiny algorithm, which is a
vision-based fire detection algorithm. The results of the study
indicated that the algorithm itself consumes 6.5W (equivalent
to 1300mA at 5V) and takes approximately 121 seconds to
complete its execution. These findings imply that if an end
node relies on a 3000mAh battery, it would only be able to
sustain approximately three hours of continuous operation if
the YOLOv3-tiny algorithm is employed throughout. Although
the operating cycle of the algorithm can be adjusted, it is
important to consider that DL methods such as CNNs and
RNNs used in these algorithms also require high storage and
computing power. Therefore, the idle energy consumption
of microcontrollers should not be overlooked. Consequently,
IoT systems designers are advised to carefully select sensors,
taking into account the energy requirements of detection
algorithms, while also ensuring that the nodes have sufficient
battery capacity for transmission purposes.

D. Accuracy and Topology
As mentioned above, to minimise energy consumption in

the ED, it is recommended to use energy-efficient detection
algorithms. In cases where the decision-making process is
based solely on the ED, simpler ML algorithms or statistical
threshold detection methods can be employed. However, it
is important to note that such an approach can reduce the
accuracy of the system, leading to potential issues of excessive
sensitivity or the generation of numerous false alarms. To
enhance the precision of fire detection systems, a viable
solution is to integrate multiple detection aspects, such as
combining vision-based detection and detection based on en-
vironmental monitoring sensors, to establish a remote sensing
system. Nonetheless, this solution may incur additional energy
consumption in each individual end device. Consequently,
it becomes imperative to investigate the trade-off between
accuracy and energy consumption. In addition, it is essential
to thoroughly analyse the topology of the sensing system, in-
cluding deciding the best number of environmental monitoring
sensor nodes, the correct number of vision-based detection
nodes, and the most suitable spacing and angular arrangement
between the sensors. To address these topological issues,
extensive measurement and analysis must be performed.

The challenges involved in implementing an IoT sensor
system for early wildfire detection in remote areas can be
illustrated by the trade-off between energy consumption, de-
tection accuracy and delay. One of the main challenges is

to conserve energy within the system. This can be achieved
by using energy-friendly algorithms on the end devices and
by sending decisions directly to the main server. However,
this approach may not be able to guarantee high accuracy.
Furthermore, ensuring detection accuracy requires a compre-
hensive sensing system that uses multiple aspects for detec-
tion and incorporates cross-validation techniques. However,
this approach results in increased energy consumption and
delay. Alternatively, in the pursuit of avoiding packet collision
and achieving rapid response, only the detection results are
transmitted to the server, which may lead to compromised
accuracy. Overall, there is a complex trade-off between energy
consumption, detection accuracy and delay in implementing an
IoT sensor system for wildfire detection in remote areas. There
is no single solution that is optimal for all situations. The best
approach will depend on several factors, including the size of
the area to be monitored, the availability of resources and the
risk of wildfires.

V. POTENTIAL FRAMEWORK AND POSSIBLE EXTENSION

Despite the challenges encountered, the use of an IoT sens-
ing system can be a valuable tool for early wildfire detection.
By integrating detection using environmental data with other
imaging detection platforms, such as satellites, UAVs, watch-
towers and vision-based IoT, precise early warning systems
can be established. In this section, our aim is to present
a potential framework for the development of IoT sensing
systems addressing issues we discussed in the previous section,
with a particular emphasis on reducing energy consumption
and dealing with the trade-off when selecting sensors and
detection algorithms, through the use of multi-criteria decision
analysis (MCDA). The potential for further development and
exploration of the IoT ground sensing system for the early
detection of wildfires is also discussed.

A. Potential Framework

To reserve energy in the IoT sensing system, it is suggested
to use energy harvesting techniques, such as solar energy
harvesting, to recharge the battery of EDs. The battery should
last for up to the next recharge period. During periods charac-
terised by clear skies, the energy harvested from the solar panel
is likely to fully charge the battery. As mentioned in Section II,
MoS and pellistor-type sensors require heating, which can lead
to a shorter lifespan of EDs and higher maintenance costs.
Therefore, alternative sensing technologies, such as NDIR and
FET, which consume only a few microwatts per second, should
be taken into account. To further reduce energy consumption
in IoT EDs, the sensors can be set to sample at different rates
according to weather conditions or the calculated moisture
content of fire fuel related to the higher risk of fire on a given
day. For example, during extreme heat and aridity conditions,
it is advisable to increase the sampling rate to collect a larger
number of readings from the devices while reducing it under
opposite conditions to conserve the battery. This approach has
already been implemented in various projects, including [80],
[198].
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In terms of the deployment height and orientation of IoT
EDs, based on our experiments and insights from Dryad
study [29] suggest that end devices should be mounted on
trees at a height of 2-3 metres to optimise the detection
of TVOC and CO2 in the event of a wildfire. In addition,
elevated placement of EDs also improves the LoS between
EDs and the gateway. Our experiments have shown that
MoS sensors can detect a small fire burning in a 0.7 square
metre fire pit within a few minutes from a distance of 50
metres when placed downwind. This implies that the inter-
node distances for a grid topology of EDs can be 70.7 metres.
The unpredictability of wildfire ignition points in forested
areas makes it difficult to determine the best orientation for
individual sensors to maximise their detection capabilities.
These sensors are similar to directional antennas, capable of
sensing only in one direction. Our experiments have shown
that when the sensor is not pointed towards the fire source,
the detected gas concentration can be reduced to only 10% of
its original value when facing the ignition point. To address
this issue, [91] proposed a method that involves placing the
sensors in a partially enclosed cage, with the opening facing
the ground. This design effectively turns a unidirectional
sensor into an omnidirectional one. Our tests confirm that this
configuration enables the detection of approximately 50% of
the gas concentration that would be perceived at maximum
reception when the sensor is aligned with the fire source.

To address the challenge of packet collision and the energy
consumption that follows from packet loss, it is recommended
to reduce the packet size and transmission frequency. Instead
of sending all sensor information back to the server for
investigation, research has shown that statistical threshold
detection and basic ML algorithms such as KNN or linear
SVM can be used for preliminary filtering [89], [96], [169],
[170], [181]. When EDs detect a series of alerts related to
meteorological and gas parameters, they should trigger an
alarm and notify fire departments. Then, EDs can send their
observational data to a central server, where more advanced
DL techniques, such as RNN or LSTM networks, can be
used for thorough cross-verification. The central server can
apply spatial correlation strategies to accurately identify the
possibility of a fire hazard [186]. After confirming a fire
incident, camera modules on site can be used to acquire visual
evidence for further examination. In addition, direct to satellite
communication is viable for remote, network-lacking areas.
Although it increases gateway energy consumed, costs can
be reduced compared to packet relaying. In order to enhance
the dependability of the system and reduce false positives,
the generated alert can also be confirmed by cross-validating
with watchtowers, UAVs, or satellite entities. In conclusion,
the integration and centralisation of IoT technology, UAVs,
watchtowers and satellite systems should be coordinated and
monitored by fire control centres.

In this section, we have mentioned a range of strategies to
enhance the performance of an IoT ground sensing system,
focusing on prolonging the lifespan of EDs, optimising detec-
tion capabilities and minimising transmission delays. Despite
progress in the IoT sensing system, there are still fundamental
restrictions due to hardware performance limitations in EDs

and energy consumption. This ongoing challenge requires
balancing the trade-off between energy consumption, detection
accuracy and detection latency. Therefore, the MCDA frame-
work can be used to balance the specified requirements. In
a basic MCDA model, assigning a weight to each evaluation
criterion enables the calculation of the overall effectiveness, as
the weighted sum of all criteria. In this case, the contribution
of each criterion is directly proportional to its assigned weight.
Additionally, some criteria, such as the latency in detection or
the sensor’s recovery time, can be given an exponential weight,
thus introducing a combination of linear and exponential
weights into the analysis. This modified MCDA cost C can
be expressed by the following equation,

C =

m∑
i

WAixi +

n∑
j

WDje
yj , (5)

where the values of the criteria xi represents the criteria
contributing linearly to C and yj represents the criteria
contributing exponentially to the cost. WAi

and WDj
are

the corresponding linear weights and exponential weights,
respectively. The indices i and j range from 1 to m and 1 to n
respectively, with m+n being the total number of evaluation
criteria. This MCDA framework can be customised to assist in
the selection of a suitable sensor based on factors such as cost,
energy consumption, response recovery time and operational
environmental ranges. Additionally, it can be used to determine
the most effective anomaly detection method, whether point-
wise, time-series, or ML/DL detection techniques. Further-
more, unsupervised detection algorithms cannot be evaluated
using the F1 scoring system as in supervised learning, so
the MCDA can also be used to effectively compare the two
methods. This can be done by taking into account criteria such
as the delay from the ignition point until detection and the
number of false alarms. Last but not least, the framework can
be used to evaluate the effectiveness of on-board processing
in EDs or processing on the centralised server.

B. Possible Extensions

The effective detection of wildfires is based on the use
of multiple sensors, each capable of detecting different fire
indicators such as heat, TVOC and CO2. Integration of data
from various sensors allows for a more accurate assessment of
the fire situation and facilitates informed decision-making on
response strategies. In a study by [199], the authors summarise
the correlation analysis between various types of sensor data,
revealing that TVOC, CO2, and PM exhibit limited correlation
with fire alarms. Consequently, more research effort is needed
to determine the optimal combination of sensor inputs that
can effectively enhance the accuracy of ML/DL detection
algorithms. Furthermore, a comprehensive examination of the
sensor system’s topological configuration is also important,
particularly in the context of IoT-based wildfire detection
algorithms deployed in forested areas where the fire source
obstructs NLoS between most sensors. Understanding whether
the behaviour of the system differs from that of open outdoor
areas is crucial, including aspects such as optimal sensor
height and topology. Lastly, performing an analysis of the
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energy consumption of the solar battery system and exploring
novel techniques to reach the maximum power point of the
charging circuitry can significantly enhance the performance
of energy charging. These areas of investigation are essential
to improve the overall effectiveness and sustainability of the
wildfire detection system.

VI. CONCLUSION

An overview of the state-of-the-art of IoT ground sens-
ing wildfire detection systems is presented in this article.
The underlying principles of various vision-based detection
algorithms, as well as the working principles of multiple
environmental sensing units and various detection algorithms
employed in ground sensing anomaly detection, are explained.
A detailed discussion of the challenges encountered during the
development of an IoT ground sensing system for wildfire
detection is also provided. Based on the findings of the
literature review and our own experimental observations, a
potential framework for the development of a robust and
reliable detection system is proposed, along with suggestions
for future research possibilities.
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